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Rockey AE. Clinical Notes, Suggestions, and New Instruments. A bedside telephone. JAMA. 1922;78(20)1535.
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Eye

Glucose-sensing lens

Digital fundoscope

Smartphone visual-acuity tracking
Automated refractive enor
Nonirwvasive Intraocular pressure
Ear

Smart hearing alds

Digital otoscope

Lung

Home splrometry

Pulse aximetry

Inhaler use

Beeath-based diagnostics
Sreathing sounds
Environmental exposune

Blood
Comtinuous glucose
Transdermal Hb

Pathogens {genomics-based)
Pol biood tests

Skin

Temparatume

Gross lesions

Pressure sensor (wound care)
Sweat chemistry

Cutaneous biood fiow

Other sensors and monitors
Pill-box and -botthe
Posture

Body pasition
Activity
Sleep

Bladder and urine
Comprebensive urinalysis
STDs (genomic detection)
Diaper-based sensors

Brain and emotion

Wireless mobile EEG

Seture

Auzonomic nervous activity
Mead-impact sensor

Intracranial pressure (nonimvasive)
Stress recognition (voice, respiration)

Heart and vascular
Continuous BP tracking
Handheld ECG

Heart rhythm

Cardiac output

Stroke volume

Thoeadc impedance (fluid)

Gastrointestinal
Endascopic imaging
Esophagest pH
Medication compliance
Focal blood or bilirubin
Gut electrical activity
Chewing

Watching over one’s haalth
Pulse

8P

3 Ternperatuse
Acthvity

Hydration

Sleep stages

! Seirure
if Respiration rate
O, saturation

Blood €0,

Blood glucase

ECG (single-lead)

Cardiac outpot

Stroke volume

Stress:
Heart-rate variabiity
Bectrodermal activity

Steinhubl SR, Muse ED, Topol EJ. The emerging field of mobile health. Science Translational Medicine. 15 apr 2015;7(283):283rv3-283rv3.
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no| | Digital medicine  July 2021

COMMENT OPEN

The new platform of healthcare

E. Ray Dorsey () '=

www.nature.com/npjdigitalmed

[ Gk ruesam|

Comparison of health care platforms

Clinic-based Technology-based

Principal measurers of health Clinicians
Health measurements ~ Primarily subjective
Frequency of measurements  Episodic
Location of visits Artificial like the clinic
Natureofvisits ~ Primarily synchronous
Clinicilans ~~ Few
Limiting factors ~~ Social and geographical
‘Concerns Access, quality, and cost

Privacy, equity, and duty

Dorsey ER. The new platforms of health care. npj Digit Med. 15 july 2021;4(1):1-4.

“For the past
century, the
dominant locations
for assessing health

and delivering
health care have
been clinics

and hospitals. That
is about to change”

GLO2329521 | 9



HEALTH TECH

Telehealth company
Included Health ventures into home care

¥ May 16, 2023 Raprinia

1Ravindranath M. Telehealth company Included Health ventures into home care. STAT. 2023.
pany GL02329521 | 10



STAT+
Vinod Khosla predicts Al doctors
could be here sooner than you think

@ By Mario Aguilar » My 3 2003
“n

“Within 5 to 6 years,
the FDA will approve
a primary care app

qualified to practice
medicine like your
primary care
physician.”

Aguilar M. Vinod Khosl dicts Al doct Id be h th think. STAT. 2023.
guilar ino osla predicts octors could be here sooner than you thin 6L02329521 | 11
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So much DATA!

Between the years 2010-2025, it is estimated

that the total amount of data created in a year

will have increased by 8,950%*
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Where is all the health data coming from?2

Medical
LABS aqd Imaging Health information
genomic exchanges & health
sequencing @ records

Payer records,
state departments in health care
of health, CMS, @ (in exabytes)

Data generated

E.é, Medical

47% devices

AHA annual survey CAGR
across 7
years
r@@ 153 @
_ | |
Smartphones 2013 2020 Wearables
'ﬁ] T
T
'Search Pharmaceuticals
engine data research

1. Duarte F. Amount of Data Created Daily. Exploding topic.2024. Available at: https://explodingtopics.com/blog/data-generated-per-day ; 2. Micron. Big Data is Informing the

Health Care Revolution. Infographic based on the Health Trends Reports Stanford Medicine 2017 « Harnessing the Power of Data in Health » Stanford Medicine 2017.
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Transforming Cardiovascular Care JAMA | Special Communication | Al IN MEDICINE
With Artificial Intelligence:

From Discovery to Practice Three Epochs of Artificial Intelligence in Health Care

JACC State-of-the-Art Revie

- Michael D. Howell, MD, MPH: Greg 5. Corrado, PhD; Karen B, DeSalvo, MD, MPH, MSc
Robam Khera, ML, M5, Evangelos K. Otkonomeos, MO, D, Greish N, Nacdkani, MD, MPH,
Tissicn R, Mceley, Pal)” lensa Wiees, Pub,” Aval L Butte, MD, Pef), Eric |, Topal, MD'

Epoch III:
S = EpochI: EpochIl: E Foundation models
& sl Feature — Deep learning — _A Shared representations
5] engineering Representation learning E € Generative Al foundation
models
9 L Encoding [Ifﬁ Augmenting human knowledge __ Task-agnostic,
i @ human =~ multimodal, never-
> knowledge Task-specific, unimodal tasks before-seen tasks
Rule-based [=; - | e @ [Eta)
=l tools =l [L ch =
Tabular data

Unstructured and structured data

1. Khera R, et al. Transforming Cardiovascular Care With Artificial Intelligence: From Discovery to Practice: JACC State-of-the-Art Review. Journal of the American College of
Cardiology. 2024;84(1):97-114. 2. Howell MD, et al. Three Epochs of Artificial Intelligence in Health Care. JAMA. 2024;331(3):242-4. 6L02329521 | 14



The San Diego Union-Tribune

Can chatbots handle medical
questions better than doctors?
UCSD study says yes

ChatGPT often answerad routine questions o

empathy than busy human doctors

' Reddit with

more

JAMA Internal Medicine | Original Investigation

Comparing Physician and Artificial Intelligence Chatbot Responses to
Patient Questions Posted to a Public Social Media Forum

John W, Ayers, PhD, MA; Adam Polak, PhD; Mark Dredize, PhD; Eric C. Leas, PhD, MPH; Zecharigh Zhu, BS;
Jessica B Kelley, MSN; Dennis J. Falx, MD; Aaron M. Goedman, MD; Christopher A. Longhurst, MD, MS;

Michael Hogarth, MD, Davey M. Smith, MD, MAS

(A) Quality ratings

(B) Empathy ratings

Chatbot
Physicians Chatbot
N Physicians
w a w) :
=] =
) - 5} )
A A {/ \
/ y ‘
s | y
_ ‘ e ‘
el L e ————
Very Poor Acceptable Good Very Not Slightly Moderately Empathetic ~ Very
poor good empathetic empathetic empathetic empathetic

Response options

Response options

Distribution of Average Quality and Empathy Ratings for Chatbot and Physician

Responses to Patient Questions

1. Ayers JW. Can chatbots handle medical questions better than doctors? UCSD study says yest. The San Diego Union-Tribune. 2023. Available at:
https://www.sandiegouniontribune.com/2023/04/28/can-chatbots-handle-medical-questions-better-than-doctors-ucsd-study-says-yes/ ; 2. Ayers JW, et al. Comparing Physician and Artificial

Intelligence Chatbot Responses to Patient Questions Posted to a Public Social Media Forum. JAMA Internal Medicine. 2023;183(6):589-96.
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nature medicine a

Influence of believed Alinvolvementonthe
perception of digital medical advice

Received: 5 March 2024 Moritz Reis®*** |, Florian Reis ®** & Wilfried Kunde ®'
Accapted; 4 July 2024

B Human (n=410) M®mAI(n=410) = Human + Al (n =410)

Rating + s.e.

Empathy Reliability Comprehensibility Willingness

Average ratings for each dimension (empathy, reliability, comprehensibility, willingness to follow the advice) and author
label (human, AI, human + AI)

Reis M, Reis F, Kunde W. Influence of believed Al involvement on the perception of digital medical advice. Nat Med. 2024;1-3.
percep € GL02329521 | 16



NEWS FEATURE

The testing of Al in medicineisa
mess. Here’s how it should be done =

i Hundreds of medical algorithms have been approved on basis of limited
clinical data. Scientists are debating who should test these tools and how
| besttodoit.

By Mariana Lenharo

M Lenharo. The testing of Al in medicine is a mess. Here’s how it should

be done. Nature. 2024;623:722-724. ‘
lllustration by Sandro Rybak o
ul i y Sandro Ryba 1023295 '



O Patients expect their clinicians to
ensure Al safety

O Preservation of patient choice
and autonomy

O Concerns about healthcare costs
and insurance

O Risks of technology-dependent
systems

n;‘); E:-.;:ﬂ-f—‘l !‘-,‘1-};1‘(1_.[ e www natueecomnpadigitaimed

ARTICLE OPEN B Crmem toe s -
Patient apprehensions about the use of artificial intelligence in

healthcare
Jordan P, Richardson’, Cambray Smith &', Susan Curtis 3, Sarm Wetson @2, Xuan Zhu’, Barbars Barry (F and Richard R Sharp ('™

“I feel like the future of Al just
depends on how we choose to use it.
The impact will be what we choose it
to be. ... Because it’s moldable, it’s
not going to do anything that we
don’t allow it to do.”

Richardson JP, et al. Patient apprehensions about the use of artificial intelligence in healthcare. npj Digit Med. 21 sept 2021;4(1):1-6.
e € pIE . @ GL02329521 | 18




Multi-omics

Precision Labs

Health records
+

Imaging

Digital Sensors

Transforming the cardiometabolic disease landscape: Multimodal AI-powered
approaches in prevention and management

Muse E, et al. Transforming the cardiometabolic disease landscape: Multimodal Al-powered approaches in prevention and management. 6L02329521 | 19
Cell Metabolism. 2024;36(4):670-683
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Patient-physician relationship: Foundation

Physician
A patient-physician
relationship is formed when
a physician attends to a
patient’s medical needs.

“Actually, it’s always about honesty. Knowing
that, when patients speak, they tell the exact truth
and don’t deceive. That’s an essential factor for
me. Another important factor

is the patient’s capacity to communicate clearly.”

Trust, honesty and effective
interpersonal Patient
communication are
fundamental in a patient—
physician relationship

“I think the most important thing for me is that
we communicate about everything. To talk. To
trust what he tells me.”

Cartolovni A, et al. Critical analysis of the Al impact on the patient—physician relationship: A multi-stakeholder qualitative study. DIGITAL HEALTH 2023;9:1-14.
GLO2329521 | 23



Patient-physician relationship: Threats

Physicians face overwhelming

administrative tasks during a
consultation

Patients express dissatisfaction of
not receiving enough care and
attention from their physician

Physician

“Honestly, all that typing, printing, and
confirming of test results and such, I
waste a lot of time on it ... sometimes I
forget that, while I'm typing and looking
at the screen, I'm not really looking at the
patient themselves, and I end up missing
information I could gather just by
observing them.”

Patient

“I'd prefer if the physician didn’t just
look at the papers but lifted their head,
talked to me, gave me a look, and
conducted an examination if needed,
which is equally important, because
lately, it often seems to be reduced to just
paperwork.”

Cartolovni A, et al. Critical analysis of the Al impact on the patient—physician relationship: A multi-stakeholder qualitative study. DIGITAL HEALTH 2023;9:1-14.

GLO2329521 | 24



Al: Potential effect on the patient-physician relationship

Al: “technology that enables computers and machines to simulate human learning,

comprehension, problem-solving, decision-making, creativity and autonomy”*

Physician? Patient?

O Alleviates tedious, repetitive, and O Less certain and more wary of the impact of
manual tasks Al on healthcare

O More attentive to our patients and listen to O Perceive reduced wait time
their concerns, helping them navigate their )
health options for treatment O Expect increase access and reduce

overcrowding in healthcare facilities
O Speed up diagnosis and more accurate
prognosis for early intervention/treatment
and preventive measures

1. IMB. What is artificial intelligence (Al). Available at: https://www.ibm.com/topics/artificial-intelligence (consulted on August 30. 2024) ; 2. Cartolovni A, et al. Critical analysis of the Al impact on
the patient—physician relationship: A multi-stakeholder qualitative study. DIGITALHEALTH 2023;9:1-14.

GLO2329521 | 25
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What are the perceived shortcomings of AI?

O Fear of alienation and reduced interaction between O Al cannot provide emotional support or empathy
patients and physicians to them

(O De-skill in observations and recognizing emotions O Perceived loss of human touch.
in humans O Concern that AI could reduce communication

and connection

“Well, probably, the relationship with the physician
on a personal level will become less frequent.
Currently, many patients can connect with a physician
and develop a personal approach over time... I think
that will be less and less, you know, colder.”

“What I absolutely dislike is losing this contact with
patients, and I believe we must fight against it, no
matter how accurate any system might be.”

Cartolovni A, et al. Critical analysis of the Al impact on the patient—physician relationship: A multi-stakeholder qualitative study. DIGITAL HEALTH 2023;9:1-14.
GLO2329521 | 26



Paradox of the expectations
of Al

Help improve the physician’s
efficiency ...

BUT

It may erode the empathic and
compassionate nature of the relationship
between patients and physicians as a
result of increased numbers of patient
consultations each day due to the
physician’s increased efficiency

Sparrow R and Hatherley J. High hopes for “deep medicine”? Al, economics, and the future of care. Hastings Cetn Rep
2020; 50: 14-17

GLO2329521 | 27




Intelligent application of Al

O No evidence that delegation of certain tasks to
Al would result in Al replacing physicians, nor
the physicians’ role being threatened, because
their role is not only to provide a diagnosis but
to fully engage with the patients, offering
consolation, consultations and more. !

O Al-based tools have the potential to place the
patient at the center of the caring process,
safeguarding the patients’ autonomy and
assisting them in making informed decisions
that align with their values. 2

1. Sezgin E. Artificial intelligence in healthcare: complementing, not replacing, doctors and healthcare providers. Digit
Health 2023. 2. Quinn TP, et al. Trust and medical Al: the challenges we face and the expertise needed to overcome them.
J Am Med Inform Assoc 2021; 28: 890—894.
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Explain Al-enabled medical
decision making is crucial

Physicians should retain ultimate responsibility in medical decision making
with their patients even if they are leveraging on Al-enabled tools

Clear explanation on how a particular decision has been made is the first step
in building a trusting relationship between the physician, patient and Al

The lack of explainability might be problematic for physicians to take
responsibility for decisions involving Al systems

The ability of a human expert to explain and reverse-engineer Al decision-
making processes is still necessary

Physician should be equipped with enhanced communication skills to explain
to patients the outputs of Al-based tools that might influence their care

Upskilling of physicians in Al is pivotal to maintain their role and
responsibility as a care provider to their patients

Speaker input.




Mitigating risks and preserving the
patient-physician relationship

‘Al-driven infodemic’: potential creation of vast number of
scientific articles, fake news, and misinformative content.

Physicians should neither uncritically accept nor unreasonably
resist developments in AI but must actively engage and
contribute to the discourse.

Not to rely solely upon the Al recommendations and neglect
clinical reasoning and physicians’ knowledge of best
clinical practices.

Adopt a critical awareness approach to AI implementation in
healthcare by applying critical thinking and reasoning.

The core values of the existing patient—physician relationship,
such as trust and honesty, conveyed through open and sincere
communication must be preserved.

Speaker input.




Al application in primary care: BRILLIANT study

Better Risk perceptlon via patient simil.arity to control. hyperglycemia And

sustaiNed by Telemonitoring (BRILLIANT RCT)

O PERDICT.AI — An Al-enabled software created from EMR data using Machine
Learning, comprising three modules

« Patient similarity

* Medication Recommendation

* Personalized Care Plan
O Tool to counsel adults with type-2 diabetes mellitus to optimize their glycemic control
O Three-arm randomized controlled trial

O Highlights: Explainable AI, Shared Decision Making, Personalized Care, Patient-
Physician Relationship

Better Risk perceptlon via patient similLarity to controL hyperglycemla And sustaiNed by Telemonitoring (BRILLIANT) Clinical trial. Ongoing, available at: https://clinica
(NCT06607497)

rials.gov/study/NCT06607497 GL02329521 | 31
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